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1. What is Generative AI
and how is it changing the
world?

2. What are the potential
risks of this technology?

3. What are best practices
around using these tools?



What is 
Generative AI?







GPT-4 has:

• Passed the Bar Exam
• Scored a 163 on the LSAT
• Scored 1410 out of 1600 on the SAT
• Scored in the 99th percentile on the verbal section of the GRE and 

80th percentile of the quantitative section of the exam.
• Received the highest possible score on AP Exams for Art History, 

Biology, Environmental Science, Macroeconomics, Microeconomics, 
Psychology, Statistics, US Government, and US History.



What do 
these terms 
mean? Generative AI: A class of artificial intelligence 

techniques that focus on generating new content or 
data that resembles human-created content. 
Instead of being explicitly programmed to perform 
specific tasks, generative AI models are trained on 
large datasets to learn patterns and structures 
within the data.

Artificial Intelligence: 
Computer systems that can perform 
tasks that usually require human 
intelligence, such as visual 
perception, speech recognition, 
decision-making, problem-solving, 
and language translation.









How does this work?
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Retrieval 
augmented
generation 

Fine-tuning

LLM 
(e.g., GPT-4)







What does 
this mean for 
state and local 
governments?



Potential Risks



Rule 5.3: Responsibilities Regarding Nonlawyer Assistants
Comment 2: A lawyer must give such assistants appropriate instruction and supervision concerning the ethical 
aspects of their employment, particularly regarding the obligation not to disclose information relating to 
representation of the client, and should be responsible for their work product. The measures employed in 
supervising nonlawyers should take account of the fact that they do not have legal training and are not subject to 
professional discipline.

Rule 1.1: Competence
Comment 8: To maintain the requisite knowledge and skill, a lawyer should keep abreast of 
changes in the law and its practice, including the benefits and risks associated with the 
technology relevant to the lawyer’s practice…



• 1) Whether a lawyer is required to obtain a client’s informed consent to use generative AI in the client’s 
representation;

• 2) Whether a lawyer is required to supervise generative AI and other similar large language model-based 
technology pursuant to the standard applicable to non-lawyer assistants;

• 3) The ethical limitations and conditions that apply to a lawyer’s fees and costs when a lawyer uses 
generative AI or other similar large language model-based technology in providing legal services, including 
whether a lawyer must revise their fees to ref lect an increase in efficiency due to the use of AI technology 
and whether a lawyer may charge clients for the time spent learning to use AI technology more effectively;

• 4) Whether a law firm may advertise that its private and/or inhouse generative AI technology is objectively 
superior or unique when compared to those used by other lawyers or providers; and

• 5) Whether a lawyer may instruct or encourage clients to create and rely upon due diligence reports 
generated solely by AI technology.

The Florida Bar’s Board Review Committee on Professional Ethics is considering 
adopting a proposed advisory opinion addressing:



Accuracy 
problems



Mata v. Avianca, 
No. 22-CV-1461 (PKC) (S.D.N.Y.)

Mr. Schwartz testified at the sanctions hearing 
that…he was “operating under the false perception 
that this website [i.e., ChatGPT] could not possibly 
be fabricating cases on its own.”  

He stated, “I just was not thinking that the case could 
be fabricated, so I was not looking at it from that 
point of view. My reaction was, ChatGPT is finding 
that case somewhere.  Maybe it’s unpublished.  
Maybe it was appealed.  Maybe access is difficult to 
get.  I just never thought it could be made up.” 



U.S. v. Michel et al, No. 1:19-cr-00148 (D.C. Cir. 2023) 

Motion for a new trial after 
defense attorney used an AI 
program to write closing 
arguments



Risks to personal 
data and 
confidential 
information





RULE 1.6 Confidentiality of Information

A lawyer shall not reveal information acquired during the professional relationship with a client 
unless the client gives informed consent [or] the disclosure is impliedly authorized in order to 
carry out the representation…

A lawyer shall make reasonable efforts to prevent the inadvertent or unauthorized disclosure of, 
or unauthorized access to, information relating to the representation of a client.

RULE 5.3 Responsibilities Regarding Nonlawyer Assistants

Comment 3: When retaining or directing a nonlawyer outside the firm, a lawyer should 
communicate directions appropriate under the circumstances to give reasonable assurance that 
the nonlawyer’s conduct is compatible with the professional obligations of the lawyer.



2011 FEO 6: 
A lawyer may contract with a vendor of 

software as a service provided the 
lawyer uses reasonable care to safeguard 

confidential client information.

NC State Bar Formal Ethics Opinions

Note to 2011 FEO 14: “Client consent is not required in 2011 FEO 6 although the opinion allows 
confidential client information to be transmitted over the internet and stored using servers that 
may be located in another country. The instant opinion can be distinguished because 
outsourcing requires disclosure of client information to third parties.”

2011 FEO 14: 
A lawyer must obtain client consent, 

confirmed in writing, before 
outsourcing its transcription and 

typing needs to a company located in a 
foreign jurisdiction.



There are 
unknown 
intellectual 
property risks 
to using 
outputs from 
generative AI 
tools 



2008 FEO 14



AI-generated 
outputs have 
potential for 
bias



In a 2019 report, researchers who studied 189 facial recognition algorithms found that they 
falsely identified Black and Asian faces 10 to 100 times more often than white faces. 

Mortgage approval algorithms are more likely to deny home loans to people of color, 
even when controlling for multiple other factors.

Amazon abandoned an experimental AI recruiting tool after finding that it showed 
substantial bias against women. 

Science published research showing that a commercial algorithm used by health care systems 
falsely concluded that Black patients were healthier than equally sick White patients, and 
thus predicted that Black patients needed less care.





• EEOC issued a technical assistance document 
explaining how the ADA applies to the use of 
software, algorithms, and AI to make 
employment-related decisions.

• FTC has warned that it may violate the FTC 
Act to use automated tools that have  
discriminatory impacts or to deploy AI before 
taking steps to assess and mitigate risks. 

• CFPB published a circular confirming that 
federal consumer financial protection laws 
apply regardless of the technology being used.

• DOJ’s Civil Rights Division recently filed a 
statement of interest in federal court 
explaining that the Fair Housing Act applies to 
algorithm-based tenant screening services.



FTC Consumer Alert

Generative 
AI is making 
scams more 
effective



Increased 
risks from 
deepfakes





Is more regulation coming?



Best Practices



Use AI to help 
you think, not 
think for you 



Don’t use 
confidential or 
sensitive 
information to 
prompt these 
tools



Be alert for 
potential bias 
in AI outputs.



NC’s Public 
Records Law 
will apply to 
some AI 
prompts and 
outputs



Transparency?



Source: Stanford University Institute for Human-Centered Artificial Intelligence



Guidance or 
policy?



What’s on 
the horizon?



Expect change



Questions?
nickodem@sog.unc.edu

tufts@unc.edu
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