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Artificial Intelligence: 
Computer systems that can 
perform tasks that usually 
require human intelligence, such 
as visual perception, speech 
recognition, decision-making, 
problem-solving, and language 
translation.



Extractive AI:
Systems that extract relevant data from a specific document 
or database in response to user queries.

Predictive AI:
Systems that use statistical analysis and machine learning 
algorithms to predict present or future events or outcomes 
based on existing data. 

Generative AI: A class of AI techniques that focus on 
generating new content that resembles human-created content. 
Gen AI models are trained on large datasets to learn patterns 
and structures within the data.







What is 
generative AI?











GPT-4 has:
• Passed the Bar Exam
• Scored a 163 on the LSAT
• Scored 1410 out of 1600 on the SAT
• Scored in the 99th percentile on the verbal section of the GRE and 

80th percentile of the quantitative section of the exam.
• Received the highest possible score on AP Exams for Art History, 

Biology, Environmental Science, Macroeconomics, 
Microeconomics, Psychology, Statistics, US Government, and US 
History.



Prompt to 

image generators

“Otter on a plane using wi-fi”

Credit for images: 
Ethan Mollick, The Wharton School, U. Penn











How does 
generative AI 
work?



How does this work?

Image Credit: Carnegie Melon University Computer Science Academy



How does this work?

Image Credit: Carnegie Melon University Computer Science Academy



How does this work?

Image Credit: Carnegie Melon University Computer Science Academy



How does this work?

Image Credit: Carnegie Melon University Computer Science Academy



Retrieval 
augmented
generation 

Fine-tuning

LLM 
(e.g., GPT-4)



Role/Persona

Specific Task

Focus/Tone

Aim/Goal

Limitations

Working with Text Generation Tools



Example (Persona, Task, Focus)





Use natural language, 
not keywords

Use multiple prompts

More context is 
better

Not good for research





Potential Risk: 
Accuracy 
Problems







Mata v. Avianca, 
No. 22-CV-1461 (PKC) (S.D.N.Y.)

Mr. Schwartz testified at the sanctions hearing 
that…he was “operating under the false perception 
that this website [i.e., ChatGPT] could not possibly be 
fabricating cases on its own.”  

He stated, “I just was not thinking that the case could 
be fabricated, so I was not looking at it from that point 
of view. My reaction was, ChatGPT is finding that 
case somewhere.  Maybe it’s unpublished.  Maybe it 
was appealed.  Maybe access is difficult to get.  I just 
never thought it could be made up.” 









Coates’ Canons NC Local Gov’t Law Blog

https://canons.sog.unc.edu/



“ [An] AI tool misheard Dr. Lauren Bruckner when she told a teenage cancer patient it was a 
good thing she didn’t have an allergy to sulfa drugs. The AI-generated note said, “Allergies: 
Sulfa.” The tool “totally misunderstood the conversation,” said Bruckner, chief medical 
information officer at Roswell Park Comprehensive Cancer Center. “That doesn’t happen often, 
but clearly that’s a problem.”….

In Colorado, a patient with a runny nose was alarmed to learn from an AI-generated message 
that the problem could be a brain fluid leak. (It wasn’t.) A nurse hadn’t proofread carefully and 
mistakenly sent the message.



Potential Risk:
Disclosure of 
Confidential 
Information







Photo credit: Carlos Barria | Reuters



Be mindful 
when using AI 
transcription 

and 
summarization





Potential Risk: 
Faulty 

Decision-making







Limited or skewed data set

Bad proxy/assumption

History of poor human 
decisionmaking

Technological failureGIGO



Using 
Generative AI 
Responsibly





Use AI to 
help you 
think, not 
think for you 



Proceed with caution when 
using generative AI for…

• Decision-making 
• Direct external communication 

(chatbots)
• Impersonating a real person
• Recording or transcription without 

consent
• Research



Coates’ Canons NC Local Gov’t Law Blog
https://canons.sog.unc.edu/



Vet tech 
vendors 
carefully 



What data was 
used to train the 

tool?

What 
mechanisms 

ensure the tool 
will be accurate? 
Has the vendor 
tested accuracy 

rates?

Will data we 
input into the 

tool be secure? 
How does the 

vendor use the 
data we input?

At what point in 
the process will 

a human be 
involved             

(if at all)?  

Does the tool 
actually do what 
the vendor says 

it can do?



Training 
and self-
education 
are key



Expect change



Questions?

Kristi Nickodem
nickodem@sog.unc.edu

mailto:nickodem@sog.unc.edu
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